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We use methods for similarity search because…

a) Comparing two objects can be costly
E.g. DNA sequences with edit distance

and also…

b) We search in large collections of objects
E.g. Content generated by users from the Web

Images, videos, user profiles, …

Motivation



  

Although the complexity is measured as the number

of comparisons…

Total search time = 

time for comparisons + 

extra CPU time (index processing) +

I/O time

Motivation

Depend on the
size of the index



  

Motivation

Pivot-based methodsClustering-based methods
center

cluster

center

cluster

...

pj

xi d(xi,  pj)

Number of comparisons: smaller in pivot-based methods

Space complexity: O(n)  vs.  O(nk)

Space can be a problem for pivot indexes in large collections



  

Reduce the space requirements of pivot-
based methods for situations in which the 
problem is the size of the collection more 
than the cost of a comparison.

Motivation
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Three approaches for reducing the space of pivot methods 

a) Range coarsening

b) Bucket coarsening

c) Scope coarsening

The space is reduced at the cost of more comparisons.

Previous work



  

Range coarsening: The distances from pivots to objects 
are stored with less precision.

VPT, MVPT, FQA, BAESA

Previous work

Range of distance values
distance

The index stores the interval 
instead of the real distance



  

Bucket coarsening: for tree-like structures, stop indexing 
when bucket has a given size

Previous work

Example with BST

Leaves

Bucket of 20 objects



  

Scope coarsening: reduce the scope of the pivots by 
storing only distances from each object to its most 
promising pivots.

Previous work

vs.



  

Previous work

Sparse Spatial Selection

When an object is inserted, it is selected as a new pivot if it is far away 
enough from the current pivots

The object is considered “far-away” if its distance to the current pivots 
if greater than Mα

M maximum distance
0 < α < 1 Mα = 0.5
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a) Reduce as much as possible the space of pivot-
based indexes.

b) Analyze how to obtain the most promising pivot 
for each object in the DB.

Hypothesis of this work

pj

xi d(xi,  pj)

pj

xi

d(xi,  pj)

Only the distance to the 
most promising pivot

O(n)



  

Some questions about pivots…

a) How can we find good pivots for a given object?

 [Celik, 2002] showed that the near and far pivots for an 
object are the most promising ones.

a) How can we ensure that near and far pivots will be 
available for each object?

b) Which pivot among those near and far do we choose as 
the most promising ones?

Analysis of pivot effectiveness

√



  

b) How can we ensure that near and far pivots will be 
available for each object?

A random selection does not guarantee it.

SSS obtains a set of pivots well distributed in the space.
[Brisaboa, 2006]

Hypothesis: SSS is an effective way for obtaining near 
and far pivots for each object.

Since we do not store all distances, we can select a 
larger set of pivots to cover the space appropriately.

Analysis of pivot effectiveness
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√
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c) Which pivot among those near and far do we choose as 
the most promising ones?

 

Analysis of pivot effectiveness



  

c) Which pivot among those near and far do we choose as 
the most promising ones?

 

Analysis of pivot effectiveness
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Minimum-Space Pivot-based Index combines:

1) Scope coarsening
For each object, store only the distance to its most 
promising pivot and its identifier.

We take the nearest pivot as the most promising.

2) Range coarsening
Store both the identifier and the distance in 4 bytes.

Minimum-Space Pivot-based Index



  

Minimum-Space Pivot-based Index

pj

Set of pivots (selected with SSS )

2 bytes + 2 bytes

pNNi

xi

d(xi, pNNi)

Query object
1. Compare query with pivots

xi

2. Obtain a lower bound for 
each object

3. Compare with
candidates
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Experimental evaluation of the method:

1) Loss of efficiency due to loss of precision

2) Comparison with other methods

Experimental evaluation of the method



  

Experimental evaluation

1) Loss of efficiency due to loss of precision



  

Experimental evaluation

2) Comparison with other methods
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a) Space requirements can be a problem pivot-based indexes 
when working with large collections.

b) New method proposed.

c) It is possible to reduce the space of a pivot based index 
and get results better than with clusters.

Future work…

a) Complete the analysis on the search complexity in large 
collections.

b) Test new criteria for obtaining the most promising pivot.

Conclusions



  

Thanks for your attention!

Questions?
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